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A B S T R A C T

The producing, sharing and consuming life cycle of video content creates massive amount of duplicates in
video segments due to variable bit rate representation and fragmentation in the playbacks. The inefficiency
of this duplicates to storage and communication motivate researchers in both academia and industry to come
up with computationally efficient video deduplication solutions for storage and CDN providers. Moreover, the
increasing demands of high resolution and quality aggravate the status of heavy burden of cluster storage
side and restricted bandwidth resources. Hence, video de-duplication in storage and transmission is becoming
an important feature for video cloud storage and Content Delivery Network (CDN) service providers. Despite
of the necessity of optimizing the multimedia data de-duplication approach, it is a challenging task because
we should match as many as possible duplicated videos under not removing videos by mistake. The current
video de-duplication schemes mostly relies on the URL based solution, which is not able to deal with non-
cacheable content like video, which the same piece of content may have totally different URL identification and
fragmentation and different quality representations further complicate the problem. In this paper, we propose
a novel content based video segmentation identification scheme that is invariant to the underlying codec and
operational bit rates, it computes robust features from a triplet loss deep learning network that captures the
invariance of the same content under different coding tools and strategy, while a scalable hashing solution is
developed based on Fisher Vector aggregation of the convolutional features from the Triplet loss network. Our
simulation results demonstrate the great improvement in terms of large scale video repository de-duplication
compared with state-of-the-art methods.
1. Introduction

Modern dynamic adaptive video streaming methods such as MPEG-
DASH [1], Apple HLS [2] and Microsoft Smooth Streaming [3] have
a great impact on how content providers store and serve the media
contents in the cloud, such as a content delivery network (CDN). OTT
(over the top) content providers are also pushing subscription-based
video on demand (VoD) services that offer streaming services on tele-
vision. The media content creation, sharing and consumption process
generate many duplicates but are not necessarily identical in bit stream.
There is a de-duplication of media content use case for example. If a
content identification scheme can support identification of duplicates
in network caches in core networks and edge nodes, then traffic can be
localized and bandwidth saved. This creates challenges to the existing
Content Delivery Network (CDN) and storage de-duplication schemes
like those based on MD5 [4] hashing of file chunks. New compact
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rate agnostic and coding scheme agnostic content identification and
hashing solution are needed, to characterize media segments across
different representations and with totally different bit streams. Scalable
and robust signatures for media content to support de-duplication at
fine granular spatio-temporal segments granularity, are important to
rip the full benefits of storage de-duplication.

Therefore the massive multimedia data is pushing forward the
paradigm of effective storage on cluster servers. Fig. 1 depicts that
various contents of resolutions and quantized parameters(REQP) are
consumed by very diversified consumers’ platform. In current media
content storage scheme, the storage side has to hold all of the REQP
media content, which is error-prone and not cost-effective. We de-
fine the version as the combination of resolution and quantization
parameter namely REQP in this paper. If users apply the same version
(REQP) of videos from the server ignoring the identical ones in the
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Fig. 1. CDN Content Cache. There are multiple versions of videos with different
resolutions and qualities on the CDN. Users visit which version of videos corresponding
to the conditions of their devices.

content delivery network (CDN), the pressure on the network from
video delivery and storage will be quite large. Hence, how to retrieve
and remove the duplicated versions of videos is an essential task for
researchers.

In spite of that leveraging the video de-duplication [5] scheme is
quite necessary and promising, the micro improvement of its
performance exhibits it is difficult to develop. First of all, multimedia
data on the cloud cluster and CDN is all the cherish product from
industry and user, so it is extremely strict to remove any videos. This
results in that we should derive the system of high accuracy and recall.
Especially, we focus on the true positive rate (TPR) under false positive
rate equals 0 because we cannot allow the judgment is error and the
product is deleted accidentally. Secondly, a tremendous quantity of
videos cost the system much time to recognize and match the video
identity if the algorithm is not precise and efficient. A high-delay
method cannot satisfy the real time requirement in the social media
time.

To alleviate the stated problems above, there are two groups of
methods on video de-duplication depending on the comparison domain.
The first group tries to perform video de-duplication directly in the
pixel or frequency domain. They make use of the geometry correlation
in a frame or the time correlation in a sequence to decide based on
comparing the pixels information. The second group tries to use the
hashing representation to replace to pixels. The most representative
work is to use the deep learning features to derive the hash. Though this
method utilized deep learning method to obtain some performance im-
provements, the cross-entropy loss function is in essence unsuitable for
the video de-duplication task. And the lack of dataset is not convincing
enough to claim good video de-duplication results.

Therefore, we propose a novel deep learning based scheme to de-
duplicate the replicated videos in the cluster. Our method comprise
two parts: off-line training model and on-line aggregating model. The
off-line train model means that we employ triplets dataset to train out
triplet loss function embedded VGG11 network. To acquire the hard
and valuable training triplets, we apply the binary-tree partitioning
the samples according to their attributions. Afterward, we perform
the mature triplets VGG11 [6] model to train a variety of Primary
Components Analysis (PCA) [7] models and Gaussian mixture models
(GMM) [8]. For the on-line aggregation model, we first aggregate the
fisher vector [9] by the trained triplets VGG11, PCA and GMM models
above. Then we binary hash the fisher vector with different bits to get
the scalable hash code which is a brief and effective representation for
video de-duplication.

We proposed a deduplication method in our previous work [10].
2

In this paper, we propose a novel deep learning based scheme for
deduplications. We provide more motivation, analysis, experimental
results and comparison of related works on our proposed method.
Additionally, in order to validate the efficiency of our algorithm, we im-
plement more ablation studies for comparison. Our method comprises
both a offline training and online aggregation model:

• Offline training model: employ triplets dataset to train out triplet
loss function embedded Visual Geometry Group (VGG) network
and acquire the hard and valuable training triplets by applying
the binary tree partitioning the samples according to their at-
tributions. Then mature triplets VGG11 model is performed to
train a variety of Primary Components Analysis (PCA) models and
Gaussian mixture models (GMM)

• Online aggregation model: binary hashing the fisher vector (FV)
with aggregated trained triplets VGG11, PCA and GMM models
obtained from offline training.

Our contribution towards video deduplications are summarized as be-
low:

(1) We consider combining triplet loss with Visual Geometry Group
(VGG) deep learning network which is trained of outstanding
performance by huge media dataset to derive the features. Triplet
loss function based network can learn convolutional features
which is invariant to coding method and bit rates.

(2) We propose applying fisher vector to the features for feature
aggregation. We utilize proposed algorithm to extract fisher vec-
tors from outputs of VGG with triplet loss function. Fisher vector
exhibits the powerful expression ability of main features for a
video frame.

(3) Particularly, we propose employing binary tree to obtain the
triplets to boost the performance of the triplet-loss based VGG
network.

(4) We also utilize the extracting algorithm generating the scalable
binary hash. The scalable binary hash can obtain different trade-
offs according to different bitrate requirements.

The experimental results show that the proposed binary-tree em-
bedded triplet loss network combining with scalable hash from fisher
vector (BTF) algorithm outperforms cross-entropy [11] loss function
with PCA (CP) approach in various scalable hashes.

The remaining of this paper is organized as follows. The instruction
of related work will be in Section 2. We elaborate the principle of
triplet loss function embedding into VGG network and the integral
network structure in Section 3. In Section 4, the Binary-Tree algorithm
to produce the triplets with similar variance attributions is introduced
in detail. We experiment on large-scale video dataset and give the
whole process and results of this in Section 5. We conclude the whole
paper in Section 6.

2. Related work

As mentioned in Section 1, we can divide the video de-duplication
work into two categories. The first type is traditional methods using the
comparison information of pixel or frequency domain. The other one is
deep learning based approaches extracting the convolutional features
as the match evidences.

For conventional ways, Katiyar et al. [13] used a 2-phase video
comparing scheme which is for localizing a short frames clip in a
long video. Paisitkriangkrai et al. [14] defined a new heuristic rule to
measure the degree of resemblance between two clip sequences based
on sequence Shape Similarity method. The work of Greene et al. [15]
recognizes patterns of video content with a first intermediate device
and sends a communication to another one which transmits a cached
version of the video. These works [16–21] roughly present a type of se-
cure system architecture design which bridges together the advantages
of video compression and encrypted data de-duplication. They exploit

clip or layer-level de-duplication, which treats each clip as a unit for
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Fig. 2. Scalable hashing framework. Offline training: At first of all we develop the binary-tree [12] generating valuable triplets including anchors, positive samples and negative
samples; Then we input the 320 × 180 frames of triplets into VGG11 of full connected layers removed respectively to train the network, PCA and GMM models. Online aggregating:
we utilize the trained network, PCA and GMM models to calculate the fisher vector aggregation from convolutional features; then we quantize the fisher vectors to scalable binary
hash code involving 32, 64, 128 and 256 bits in this paper. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
de-duplication. [22,23] basically generate a hash for each data block.
After determining a processing status for the hash by a model, they
perform another model discarding the duplicate hashes and their data
blocks. As [24] analyzed, secure hash such as fingerprint [25] shows
much more computationally efficient than the traditional compression
approaches in large-scale storage systems.

Their rules incorporate both spatial and temporal information. How-
ever, using the pixel or frequency domain instead of the feature domain
is quite inefficient in real applications. The second category tries to
use the hashing representation with deep learning networks to replace
pixels. The most representative work is to use the convolutional fea-
tures to derive the hash. For example, supervised deep hash approach
constructs binary hash codes from labeled data for large-scale image
search [26]. Radford et al. [27] develop a class of conventional neu-
ral networks (CNNs) called deep convolutional generative adversarial
networks (DCGANs) learning hierarchy of features to represent general
image. Wu et al. [28] proposed the Procrustean Approach addressing
the problem of learning similarity-preserving binary codes [29] for
efficient similarity search in large-scale image collections [30]. Com-
pact Scalable Hash [30] from Deep Learning Features [31] Aggregation
by Feng et al. developed a novel hash scheme which is scalable and
robust to typical CDN induced transcoding and manipulations [32].
Though this method utilized deep learning Visual Geometry Group
(VGG) network method to obtain some performance improvements,
the cross-entropy loss function is in essence unsuitable for the video
de-duplication task. And due to that there are no comparisons and
subjective frame shown, it is not convincing enough to claim good
video de-duplication results. Xu et al. [33] present a cache design
namely DeepCache with deep learning inference. It exploits temporal
locality in videos to reuse the cached information. Although these work
obtain a good performance by CNN, they do not mine the potential of
more suitable loss function fitting the de-duplication case. We explain
our binary-tree embedded triplet loss CNN comprehensively in next
Section.

3. Triplet loss network for binary hashing model

The overall framework of the proposed scalable hash scheme is illus-
trated in Fig. 2. It consists of two components: (a) Triplet loss network
feature representation generation in Section 3.1; (b) The fisher vector
(FV) feature aggregation using fisher vector for generating scalable
hash in Section 3.2.
3

3.1. Triplet loss network

In our work, VGG11, as the key method in general to derive accurate
feature representation, is used to generate our convolutional features.
The main novelty of the network is to use the triplet loss [34] to
replace the cross-entropy loss to make the feature more distinguishable
and more suitable for the video de-duplication application. In order to
obtain a reliable triplet loss embedded network, three basic constraints
shall be applied to choose the triplets: First, this loss function should
make sure that an anchor feature 𝑥𝑎𝑗 is as close with the same type
samples 𝑥𝑝𝑗 as possible. In addition, what is also relatively critical is
that anchor feature 𝑥𝑎𝑗 is as far with other types samples 𝑥𝑛𝑗 . Moreover,
the distance between anchor feature 𝑥𝑎𝑗 with positive feature 𝑥𝑝𝑖 should
be less than the one between anchor feature 𝑥𝑎𝑖 and negative feature 𝑥𝑛𝑗
at least margin distance.

‖𝐹 (𝑥𝑎𝑗 ) − 𝐹 (𝑥𝑝𝑗 )‖
2
2 + 𝑚 < ‖𝐹 (𝑥𝑎𝑗 ) − 𝐹 (𝑥𝑛𝑗 )‖

2
2, (1)

where 𝐹 defines the VGG11 network. According to these conditions,
we express the triplet loss in (1).

To monitor the training process effectively, we keep the fully con-
nected (FC) layers [35] during the training of the VGG11 network. We
employ not only the triplet loss function but also the accuracy indicator
computed in (2) observing the features from FC layers.

The accuracy definition:

𝛼𝜄𝑎𝑝 ,𝜄𝑎𝑛 (𝑖) =
∑𝑁

𝑖 𝛷(𝜄𝑎𝑝(𝑖) − 𝜄𝑎𝑛(𝑖) − 𝜉)
𝛹𝑎,𝑝,𝑛

(2)

where 𝜄𝑎𝑝 is the 𝐿2 distance between positive pairs which mean anchors
and positive samples pairs. 𝜄𝑎𝑛 is the 𝐿2 distance between negative pairs
which mean anchors and negative samples pairs. 𝜉 is the least margin
distance between 𝜄𝑎𝑝 and 𝜄𝑎𝑛 which makes sure the base judgment is
correct. 𝛷 defines the amount of number which is greater than 0. 𝛹𝑎,𝑝,𝑛
is the total number of triplet pairs in this batch. Here we set 𝜉 equal
1.0.

Besides of the network training, it is also very important to choose
the appropriate layer to generate the features for aggregation. Hence,
we drop out the full connected layers behind the last max-pooling layer
as the last blue cube shown in Fig. 2 so that we can carry out the
multiple dimensions features as the PCA [36] input data directly. We
train our triplets dataset stated in Section 4 for 81 epochs. And the
best accuracy of validating checkpoint is 92.08% occurring on the 31𝑠𝑡
epoch.
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3.2. FV aggregation for scalable hash

After obtaining the triplet loss VGG11 model, we trained the PCA
and GMM model respectively with 1000 frames in 1000 iterations as
well. Then the fisher vector is used to aggregate the features to generate
the scalable hash. The specific steps we process are stated as follows.

(1) Derive features whose dimensions are 512 × 10 × 5 from the VGG
triplet loss network;

(2) Apply principle component analysis (PCA) to the reshaped fea-
tures for each frame to generate a 𝑘𝑑 dimensional vector;

(3) The Gaussian mixture model (GMM) is used to extract the 𝑛𝑐 main
component.

where 𝑛𝑐 is the number of main components in GMM. Now we get a
2 × 𝑘𝑑 × 𝑛𝑐 fisher vector [37] (involving reshape process).

Note that the fisher vector selection is relatively vital for scalable
hash here. We already have the eigenvalues from trained PCA models
and covariance weights from trained GMM models. We first normal-
ize the eigenvalues of PCA, then apply a method of extracting main
features with the equation below:

𝛯𝜏 (𝑚, 𝑛) = 𝛼 × 𝜀(𝑚) + (1 − 𝛼) ×𝑊 (𝑛) (3)

Here the 𝜀(𝑚) is the normalized eigenvalues matrix [38] of PCA with 𝑚
components. The W(n) represents the normalized covariance weights
matrix of GMM with 𝑛 components. 𝛼 means the tuning coefficient
ranging from 0 to 1. We choose the first 𝜏 high value of 𝛯 as the main
features constituting scalable hash code. 𝜏 is the length of hash code,
such as 32, 64, 128 and 256 bits.

To achieve the binary hash, we apply 0 as the threshold. Specifically,
assign the value of the fisher vector which is greater than 0 to be 1,
otherwise define the value of the fisher vector which is less than 0 to
be 0. Now we acquire the quantized binary hash code of scalable length.

Meanwhile we calculate the triplet pair distances between anchor
fisher vector and positive fisher vector or negative fisher vector respec-
tively as follows.

𝐷𝜏
𝑎,𝑝(𝑎, 𝑝) = ‖𝐵𝜏 (𝜂𝑎(𝑎)), 𝐵𝜏 (𝜂𝑝(𝑝))‖22,

𝐷𝜏
𝑎,𝑛(𝑎, 𝑛) = ‖𝐵𝜏 (𝜂𝑎(𝑎)), 𝐵𝜏 (𝜂𝑛(𝑛))‖22.

(4)

where 𝜏 represents the bits of scalable binary hash. Then we compute
the TPR under False Positive Rate(FPR)= 0 with 𝐷𝜏

𝑎,𝑝 and 𝐷𝜏
𝑎,𝑛, because

this condition reflects the real recall when there is no error positive
sample judgment.

We utilize scalable binary hash because of its three benefits. First,
binary hashing is helpful for simplifying the calculation process through
computing the hamming distance between binary hash codes. Second,
scalable binary hash decreases the calculation complexity for features
matching process due to its less length representation comparing to
original fisher vector. This can accelerate the video de-duplication
dramatically. If it is still a 2 × 𝑘𝑑 × 𝑛𝑐 original fisher vector which
is represented by float numbers, we should spend many calculating
resources on every frame feature. Obviously, this is too expensive to
afford for time and computational burden. Third, the scalable binary
hash very is flexible. When the calculation resource is limited, we can
choose shorter binary hash. When there is powerful computing clusters,
we can select longer binary hash code to gain better performance. This
will be verified by experiments shown in Section 5.

4. Triplets generation

In this section, we will introduce how binary tree divides the
dataset and generates the triplets. The training samples will be elab-
orated in Section 4.1. The binary-tree based generation process will be
introduced in Section 4.2.
4

Fig. 3. Binary-Tree generates hard valuable triplets. 𝐿𝑁 represents the leaf node. Each
thumbnail represents its coded frame. We employ the Binary-Tree diving the thumbnail
samples according to their attributions of components. Thus we select the thumbnails
of similar features as the hard triplet comprising positive samples and negative samples
for anchor.

4.1. Train sequence selection

Since we should maximize the robust and learning capability of the
deep learning network and models, there are 3 requirements for the
dataset. First, the types of scenes from selected videos should cover
widely. This principle guarantees us not to constrain the learning ability
of the deep learning network and GMM Fisher Vector model. Second,
large dataset size is also important to add the data source diversity for
training the whole network and models. Last but not least, the quality
of these videos data should be high so that we can convert them to
different video versions from high quality to low quality, from high
resolution to low resolution.

Owing to these principles, first of all, we collected 177.7 h original
documentary [39] videos which can provide varieties of scenarios.
They are all 1080𝑝 resolutions with 𝑄𝑃23. Actually, refer to all kinds
of videos (involving different resolutions and contents) uploaded from
different users, our target is to de-duplicate the same contents though
they may be with different resolutions on CDN. To simulate this real
application, we transcode the original video to other 6 versions of
REQP videos including 720𝑝 𝑄𝑃23, 720𝑝 𝑄𝑃28, 720𝑝 𝑄𝑃33, 480𝑝 𝑄𝑃23,
480𝑝 𝑄𝑃28, 480𝑝 𝑄𝑃33 with the ffmpeg that has been built in GPU
acceleration. In this way, for the same video content, we can have 7
versions in total. We then sample the 7 versions videos to 320 × 180
frames and 16 × 9 thumbnails. The 320 × 180 frames will be used
for training the triplet network, while the thumbnails will be used for
training the GMM model. We process them with the rate of 2 frames (or
thumbnails) per second such that 1-h video exchanges to 7200 frames
(or thumbnails).

4.2. Binary tree based triplets generation

The essential problem for triplet loss function is that how to obtain
the hard and valuable triplets samples. This influences the robust and
efficiency of the network we construct directly. In this work, as drawn
in Fig. 3, we choose Binary-Tree [40] to split the huge video frames
dataset to analyze out valuable and hard triplets. Since binary-tree can
assign the frames with similar textures to the same leaf node, deriving
negative pairs from the same leaf node is beneficial for generating hard
triplets. In the following, we use two steps to explain how to generate
triplets in detail.

We use thumbnails proposed in Section 4.1 as input data for produc-
ing triplets with Binary-Tree. We first convert thumbnails to grayscale
images. Then, we reshape thumbnails from 16 × 9 to 1 × 144. Next, we
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Table 1
Scalable hash code TPR comparison between CP and our BTF when FPR = 0.

CP TPR | our BTF TPR 32 bits 64 bits 128 bits 256 bits

kd 16 - - — kd 16, nc 24, 𝛼 0.01 0.3216|𝟎.𝟕𝟒𝟓𝟒 0.5171|𝟎.𝟖𝟖𝟑𝟓 0.7140|𝟎.𝟗𝟏𝟗𝟎 0.8073|𝟎.𝟗𝟒𝟒𝟓

kd 16 - - — kd 16, nc 24, 𝛼 0.2 0.3216|𝟎.𝟕𝟐𝟗𝟎 0.5171|𝟎.𝟖𝟔𝟎𝟕 0.7140|𝟎.𝟗𝟎𝟔𝟗 0.8073|𝟎.𝟗𝟒𝟔𝟏

kd 16 - - — kd 16, nc 24, 𝛼 0.4 0.3216|𝟎.𝟓𝟒𝟎𝟕 0.5171|𝟎.𝟕𝟖𝟎𝟐 0.7140|𝟎.𝟗𝟎𝟗𝟓 0.8073|𝟎.𝟗𝟑𝟗𝟗

kd 16 - - — kd 16, nc 24, 𝛼 0.8 𝟎.𝟑𝟐𝟏𝟔|0.2473 0.5171|𝟎.𝟔𝟗𝟎𝟒 0.7140|𝟎.𝟖𝟕𝟖𝟓 0.8073|𝟎.𝟗𝟑𝟎𝟐

kd 16 - - — kd 16, nc 24, 𝛼 0.99 𝟎.𝟑𝟐𝟏𝟔|0.2614 0.5171|𝟎.𝟔𝟕𝟗𝟕 0.7140|𝟎.𝟖𝟔𝟑𝟎 0.8073|𝟎.𝟗𝟏𝟖𝟖

kd 16 - - — kd 16, nc 48, 𝛼 0.01 0.3216|𝟎.𝟔𝟗𝟐𝟖 0.5171|𝟎.𝟖𝟑𝟒𝟐 0.7140|𝟎.𝟗𝟏𝟖𝟖 0.8073|𝟎.𝟗𝟒𝟎𝟗

kd 16 - - — kd 16, nc 48, 𝛼 0.2 0.3216|𝟎.𝟕𝟓𝟗𝟎 0.5171|𝟎.𝟖𝟔𝟖𝟓 0.7140|𝟎.𝟗𝟏𝟖𝟎 0.8073|𝟎.𝟗𝟒𝟐𝟏

kd 16 - - — kd 16, nc 48, 𝛼 0.4 0.3216|𝟎.𝟕𝟑𝟏𝟔 0.5171|𝟎.𝟖𝟒𝟓𝟕 0.7140|𝟎.𝟗𝟎𝟗𝟎 0.8073|𝟎.𝟗𝟑𝟑𝟖

kd 16 - - — kd 16, nc 48, 𝛼 0.8 0.3216|𝟎.𝟕𝟑𝟕𝟏 0.5171|𝟎.𝟖𝟓𝟏𝟔 0.7140|𝟎.𝟖𝟗𝟎𝟒 0.8073|𝟎.𝟗𝟐𝟗𝟓

kd 16 - - — kd 16, nc 48, 𝛼 0.99 0.3216|𝟎.𝟕𝟑𝟔𝟗 0.5171|𝟎.𝟖𝟓𝟏𝟗 0.7140|𝟎.𝟖𝟖𝟕𝟖 0.8073|𝟎.𝟗𝟐𝟕𝟖

kd 24 - - — kd 24, nc 24, 𝛼 0.01 0.1319|𝟎.𝟔𝟒𝟒𝟎 0.3359|𝟎.𝟕𝟎𝟎𝟕 0.5569|𝟎.𝟖𝟑𝟗𝟐 0.7323|𝟎.𝟗𝟒𝟓𝟗

kd 24 - - — kd 24, nc 24, 𝛼 0.2 0.1319|𝟎.𝟓𝟖𝟎𝟗 0.3359|𝟎.𝟕𝟒𝟗𝟕 0.5569|𝟎.𝟖𝟔𝟗𝟕 0.7323|𝟎.𝟗𝟓𝟓𝟕

kd 24 - - — kd 24, nc 24, 𝛼 0.4 0.1319|𝟎.𝟒𝟗𝟑𝟓 0.3359|𝟎.𝟕𝟓𝟓𝟗 0.5569|𝟎.𝟖𝟕𝟐𝟏 0.7323|𝟎.𝟗𝟓𝟗𝟎

kd 24 - - — kd 24, nc 24, 𝛼 0.8 0.1319|𝟎.𝟒𝟗𝟏𝟔 0.3359|𝟎.𝟕𝟐𝟖𝟖 0.5569|𝟎.𝟖𝟖𝟓𝟗 0.7323|𝟎.𝟗𝟓𝟗𝟓

kd 24 - - — kd 24, nc 24, 𝛼 0.99 0.1319|𝟎.𝟒𝟖𝟖𝟑 0.3359|𝟎.𝟕𝟑𝟒𝟕 0.5569|𝟎.𝟖𝟒𝟕𝟖 0.7323|𝟎.𝟗𝟓𝟔𝟗

kd 24 - - — kd 24, nc 48, 𝛼 0.01 0.1319|𝟎.𝟔𝟓𝟗𝟐 0.3359|𝟎.𝟕𝟖𝟑𝟓 0.5569|𝟎.𝟗𝟎𝟗𝟐 0.7323|𝟎.𝟗𝟒

kd 24 - - — kd 24, nc 48, 𝛼 0.2 0.1319|𝟎.𝟓𝟓𝟐𝟔 0.3359|𝟎.𝟕𝟔𝟕𝟑 0.5569|𝟎.𝟖𝟖𝟒𝟓 0.7323|𝟎.𝟗𝟓𝟏𝟔

kd 24 - - — kd 24, nc 48, 𝛼 0.4 0.1319|𝟎.𝟐𝟏𝟔𝟗 0.3359|𝟎.𝟓𝟔𝟔𝟗 0.5569|𝟎.𝟖𝟒𝟒𝟕 0.7323|𝟎.𝟗𝟒𝟒𝟐

kd 24 - - — kd 24, nc 48, 𝛼 0.8 𝟎.𝟏𝟑𝟏𝟗|0.1049 0.3359|𝟎.𝟓𝟗𝟐𝟏 0.5569|𝟎.𝟖𝟐𝟓𝟗 0.7323|𝟎.𝟗𝟑𝟑𝟑

kd 24 - - — kd 24, nc 48, 𝛼 0.99 𝟎.𝟏𝟑𝟏𝟗|0.0966 0.3359|𝟎.𝟓𝟗𝟐𝟑 0.5569|𝟎.𝟖𝟐𝟎𝟐 0.7323|𝟎.𝟗𝟑𝟑𝟑
concatenate resized thumbnails to become a large thumbnail block with
𝑁 × 144 in memory. 𝑁 is the total number of thumbnails. Since every
thumbnail has 144 dimensions after reshaping, the number of dimen-
sions is too large to calculate for the next step. PCA is used to perform
dimension reduction. Assume that 𝐾 is the amount of main feature
dimensions we want to keep. We can now get the 𝑁 × 𝐾 thumbnails
matrix as Binary-Tree input data matrix. During the construction of the
binary tree, we also assign the thumbnail with an index to indicate
which video it comes from.

Since then, we can get the valuable and hard triplets from the
generated Binary-Tree. Initially, we classify nodes in a leaf through dif-
ferent content videos. So we aggregate all the frames from an identical
content video into a class together. After sorting frames in one class by
ascending display order, for one frame, we pick out all other frames
with the same display order as its positive samples. However, the
quality and difficulty of negative pairs determines the triplets’ value for
the training. On the one hand, Binary-Tree assembles the near feature
frames together. On the other hand, due to the strong correlation on
time dimension, we should consider it into the negative pair’s decision.
So we should choose the neighbors as near as possible to ensure the
difficulty. Whereas they may be actually identical frames if it is too
close. Therefore here we set a least base time threshold which can assist
to avoid the above problem. Then we search bi-directions involving
front and back basing on the threshold to find the nearest frames. Once
we collect enough negative samples we will stop the search. Fig. 4
compares the normal triplet with Binary-Tree splitting triplet, which
obvious shows that the triplets generated by the binary-tree are more
valuable and harder to learn.

5. Experimental results

In this section, we will first introduce the experimental results of the
overall framework in Section 5.1. Then we will show the influences of
the various aggregation parameters in Section 5.2. In Section 5.3, we
will illustrate the improvements of the proposed algorithm with a few
subjective samples.
5

Fig. 4. Comparison between Normal triplet and Binary-Tree triplet. The binary tree
triplet exhibits similar features on its positive sample and negative sample. Especially
for the negative sample, due to the close distance with anchor, it provides the network
with the difficult case and improve its robustness. But normal triplet shows far distance
with anchor. Therefore, it is easy to be learned by VGG11.

5.1. Overall framework test

To demonstrate the effectiveness of the proposed BTF approach, we
compare it with the cross-entropy loss network combined with PCA
(CP). To be more specific, the VGG11 model pre-trained on ImageNet
using cross-entropy loss combined with PCA is used as the anchor. The
VGG11 model trained on our training set using triplet less combined
with scalable hash from fisher vector is used as the test. We test two
cases with 𝑘𝑑 = 16 and 𝑘𝑑 = 24 for both the anchor and the proposed
algorithm. We also test two cases with 𝑛𝑐 = 24 and 𝑛𝑐 = 48 for GMM.
The 𝛼 is set as 0.2 in this experiment. We test 32, 64, 128 and 256 as the
numbers of scalable hash bits.

Table 1 shows the comparison between the proposed BTF approach
and the CP method. From Table 1, we can see that the proposed BTF
algorithm outperforms the CP method significantly in all the test cases.
When kd equals 16, our BTF exhibits the best performance of 0.9461
TPR under nc 24, 𝛼 0.2 and 256 bits. It is 0.1388 higher than the
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Fig. 5. Comparison results of scalable hash ROC between CP method and proposed BTF approach. We test the ROC experiments under scalable bits of 32, 64, 128 and 256
individually corresponding to (d), (c), (b) and (a). Our BTF scheme shows an overwhelming advantage of ROC compared to CP method on each scalable hash bits. Typically, the
ROC curves of BTF hold a high level momentum of TPR under 128 bits and 256 bits. They are above TPR of 0.8721 and 0.9421 respectively.
Table 2
Scalable hash code TPR of BTF comparison between kd 16 and kd 24 when FPR = 0.

kd 16 | kd 24 32 bits 64 bits 128 bits 256 bits

nc 24, 𝛼 0.01 𝟎.𝟕𝟓|0.64 𝟎.𝟖𝟖|0.70 𝟎.𝟗𝟐|0.84 0.94|𝟎.𝟗𝟓

nc 24, 𝛼 0.2 𝟎.𝟕𝟑|0.58 𝟎.𝟖𝟔|0.75 𝟎.𝟗𝟏|0.87 0.95|𝟎.𝟗𝟔

nc 24, 𝛼 0.4 𝟎.𝟓𝟒|0.49 𝟎.𝟕𝟖|0.76 𝟎.𝟗𝟏|0.87 0.94|𝟎.𝟗𝟔

nc 24, 𝛼 0.8 0.25|𝟎.𝟒𝟗 0.69|𝟎.𝟕𝟑 0.88|𝟎.𝟖𝟗 0.93|𝟎.𝟗𝟔

nc 24, 𝛼 0.99 0.26|𝟎.𝟒𝟗 0.68|𝟎.𝟕𝟑 𝟎.𝟖𝟔|0.85 0.92|𝟎.𝟗𝟔

nc 48, 𝛼 0.01 𝟎.𝟔𝟗|0.66 𝟎.𝟖𝟑|0.78 𝟎.𝟗𝟐|0.91 0.94|0.94

nc 48, 𝛼 0.2 𝟎.𝟕𝟔|0.55 𝟎.𝟖𝟕|0.77 𝟎.𝟗𝟐|0.88 0.94|𝟎.𝟗𝟓

nc 48, 𝛼 0.4 𝟎.𝟕𝟑|0.22 𝟎.𝟖𝟓|0.57 𝟎.𝟗𝟏|0.84 0.93|𝟎.𝟗𝟒

nc 48, 𝛼 0.8 𝟎.𝟕𝟒|0.10 𝟎.𝟖𝟓|0.59 𝟎.𝟖𝟗|0.83 0.93|0.93

nc 48, 𝛼 0.99 𝟎.𝟕𝟒|0.10 𝟎.𝟖𝟓|0.59 𝟎.𝟖𝟗|0.82 0.93|0.93
i
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best result 0.8073 of CP. When kd equals 24, our BTF shows the best
performance of 0.9595 TPR under nc 24, 𝛼 0.8 and 256 bits. It is 0.2272
higher than the best result 0.7323 of CP. The experimental results
obviously demonstrate the effectiveness of the proposed algorithm.

In addition, as we can see from Table 1, the proposed algorithm
shows consistently better results along with the increase of the bits
spent on the hash representation since more bits can keep more infor-
mation. It should be noted that the TPR of the proposed BTF approach
6

is always as high as over 0.9 under FRP equals 0. While the performance F
is better, it will also lead to high complexity in deduplication compared
with the 32 bits case. In the 32 bits case, the TPR of our BTF framework
s significantly 0.4374 and 0.5273 higher than the one of CP under
d 16 and kd 24 respectively. Different bits show different trade-offs
etween the performance and the complexity. We can choose the
uitable case according to our requirement in various applications.

We also compare the integrated TPR trend as FPR increases in the
eceiver operating characteristic (ROC) [41] curves, as described in

ig. 5. Due to the limited space, we select nc 48𝛼 0.2 and nc 24𝛼 0.4
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Table 3
Scalable hash code TPR of BTF comparison between nc 24 and nc 48 when FPR = 0.

nc 24 | nc 48 32 bits 64 bits 128 bits 256 bits

kd 16, 𝛼 0.01 𝟎.𝟕𝟓|0.69 𝟎.𝟖𝟖|0.83 0.92|0.92 0.94|0.94

kd 16, 𝛼 0.2 0.73|𝟎.𝟕𝟔 0.86|𝟎.𝟖𝟕 0.91|𝟎.𝟗𝟐 𝟎.𝟗𝟓|0.94

kd 16, 𝛼 0.4 0.54|𝟎.𝟕𝟑 0.78|𝟎.𝟖𝟓 0.91|0.91 𝟎.𝟗𝟒|0.93

kd 16, 𝛼 0.8 0.25|𝟎.𝟕𝟒 0.69|𝟎.𝟖𝟓 0.88|𝟎.𝟖𝟗 0.93|0.93

kd 16, 𝛼 0.99 0.26|𝟎.𝟕𝟒 0.68|𝟎.𝟖𝟓 0.86|𝟎.𝟖𝟗 0.92|𝟎.𝟗𝟑

kd 24, 𝛼 0.01 0.64|𝟎.𝟔𝟔 0.70|𝟎.𝟕𝟖 0.84|𝟎.𝟗𝟏 𝟎.𝟗𝟓|0.94

kd 24, 𝛼 0.2 𝟎.𝟓𝟖|0.55 0.75|𝟎.𝟕𝟕 0.87|𝟎.𝟖𝟖 𝟎.𝟗𝟔|0.95

kd 24, 𝛼 0.4 𝟎.𝟒𝟗|0.22 𝟎.𝟕𝟔|0.57 𝟎.𝟖𝟕|0.84 𝟎.𝟗𝟔|0.94

kd 24, 𝛼 0.8 𝟎.𝟒𝟗|0.10 𝟎.𝟕𝟑|0.59 𝟎.𝟖𝟗|0.83 𝟎.𝟗𝟔|0.93

kd 24, 𝛼 0.99 𝟎.𝟒𝟗|0.10 𝟎.𝟕𝟑|0.59 𝟎.𝟖𝟓|0.82 𝟎.𝟗𝟔|0.93
Table 4
Scalable hash code TPR of BTF comparison in different 𝛼 of 0.01, 0.2, 0.4, 0.8 and 0.99 when FPR = 0.

32 bits 64 bits 128 bits 256 bits

kd 16, nc 24 𝟎.𝟕𝟓|0.73|0.54|0.25|0.26 𝟎.𝟖𝟖|0.86|0.78|0.69|0.68 𝟎.𝟗𝟐|0.91|0.91|0.88|0.86 0.94|𝟎.𝟗𝟓|0.94|0.93|0.92

kd 16, nc 48 0.69|𝟎.𝟕𝟔|0.73|0.74|0.74 0.83|𝟎.𝟖𝟕|0.85|0.85|0.85 𝟎.𝟗𝟐|𝟎.𝟗𝟐|0.91|0.89|0.89 𝟎.𝟗𝟒|𝟎.𝟗𝟒|0.93|0.93|0.93

kd 24, nc 24 𝟎.𝟔𝟒|0.58|0.49|0.49|0.49 0.70|0.75|𝟎.𝟕𝟔|0.73|0.73 0.84|0.87|0.87|𝟎.𝟖𝟗|0.85 0.95|𝟎.𝟗𝟔|𝟎.𝟗𝟔|𝟎.𝟗𝟔|𝟎.𝟗𝟔

kd 24, nc 48 𝟎.𝟔𝟔|0.55|0.22|0.10|0.10 𝟎.𝟕𝟖|0.77|0.57|0.59|0.59 𝟎.𝟗𝟏|0.88|0.84|0.83|0.82 0.94|𝟎.𝟗𝟓|0.94|0.93|0.93
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as representations of kd 16 and 24 respectively for the proposed BTF
pproach. The ROC curves also show that the proposed BTF approach
utperforms the CP method significantly.

.2. The influences of the various aggregation parameters

Table 2 illustrates the compared results of our BTF between kd 16
nd kd 24. The TPR of kd 16 shows a better TPR under all nc and 𝛼
ombinations of 32, 64 and 128 bits except nc 24 with 𝛼 0.8 or 0.99.

Especially, the TPR difference can be as high as 0.64 under nc 48 and
0.8. However there are 7 TPR cases where kd 24 in 256 bits shows

lightly better performance compared with kd 16. The results account
or that TPR does not follow a linear relationship with kd. The larger
d means that there are more primary components extracted from
12 × 10 × 5 convolutional features. It can represent larger amount
f information more precisely. However, it also requires the hash code
upply bigger capacity loading the abundant convolutional feature
nformation. If the hash code only provide a few bits for expression,
he hash from the fisher vector of smaller kd (kd 16) fits the features

better than the one from the fisher vector of larger kd (kd 24). As shown
in Table 2, the hash from kd 16 adapts to the features better under bits
f 32, 64 and 128 whereas the hash from kd 24 fits better under bits of
56. The performance is in accordance with the analysis.

The exceptions of individual cases under nc 24 with 𝛼 0.8 or 0.99
emonstrate the sensitivity of kd on different convolutional features.
ot all features have similar amount of information. The high variance
r dense textures of features involves more details than flat features.
he kd selection can be flexible on these cases. Meanwhile we find out
hat the nc is also vital for hash representation. For instance, the nc
8𝛼 0.8 is in accordance with the analyzed theory.

The comparison results of using different ncs are shown in Table 3.
he best TPR from nc 24 achieving 0.96 is slightly higher than 0.95

from nc 48. The hashes from nc 24 outperform ones from nc 48 on 7
ases under 256 bits. The TPR from nc 48 exceeds the one from nc 24
n 6 and 5 rows under 64 and 128 bits, respectively. They execute even
erformance under 32 bits. Indeed, the smaller value of nc aggregates
he components into less classifications while the larger one has the
eversal effect in fisher vector. TPR of nc 48 performing better under 64
nd 128 bits compared with nc 24 demonstrates that 64 and 128 bits are

the appropriate quantity for playing a role on the cluster effect from nc
7

48. More bits like 256 may include more redundancy information from p
unimportant features giving rise to inference for matching hash in de-
duplication. Opposed to this, less bits like 64 loses a few main clusters
of features aggregated by nc 48 leading to lack of representation. Hence,
it is not definite larger 𝑛𝑐 or smaller one performing better. The TPR
does not monotonically increases with 𝑛𝑐 so that it is not linear as well.
We should select an adaptive 𝑛𝑐 united with 𝑘𝑑 consisting of fisher
vector with 2 × 𝑘𝑑 × 𝑛𝑐 dimensions fitting the convolutional features
appropriately.

Table 4 compares the TPRs of the proposed BTF method in a variety
of 𝛼 values when FPR equals 0. The TPRs from 𝛼 0.01 and 𝛼 0.2 surpass
the one from other 𝛼 values on 9 and 7 cases individually. The best
hash from 𝛼 0.01 obtains TPR 0.94 as the ones from 𝛼 0.2, 0.4, 0.8
nd 0.99 all reach TPR 0.96 under 256 bits. These results demonstrate
hat different 𝛼 values impact the TPR dramatically as well. As stated
n (3), 𝛼 is a tunable coefficient for choosing the most representative
eatures from fisher vector. The smaller 𝛼 lowers the scanning priority
f kd components from PCA while improves the one of nc clusters from
MM in a fisher vector. 𝛼 0.01 and 𝛼 0.2 assistant tuning the priority
f selecting 𝜏 bits from main features extracted out by fisher vector
pplicably.

.3. Analysis of subjective samples

We display the comparison of subjective samples between BFT and
P approaches in Fig. 6 and Fig. 7, respectively. The samples with the
ame background are hard for CNN to learn. For instance, as shown in
ig. 6, under kd 16, we test the anchor with REQP of 1920 × 1080𝑞𝑝23,
ositive sample with REQP of 1280 × 720𝑞𝑝23 and negative sample
ith REQP of 854 × 480𝑞𝑝33. Since the environment of the samples is

dentical, it is difficult to learn the difference. But the area of red block
oves an angle, BFT figures out the variation depending on the base

rained by triplets loss. And it applies the configuration of nc 24, 𝛼 0.01
nd 32 bits generating hash which represents the features excellently.
inally BFT discards the positive sample as duplication and save the
egative sample correctly. However, CP recognizes the negative sample
s the replication of anchor and deletes it by mistake.

The same situation occurs in Fig. 7 under kd 24 as well. The anchor,
ositive sample, and negative sample are with REQP of 1920×1080𝑞𝑝23,
280 × 720𝑞𝑝23 and 854 × 480𝑞𝑝28, respectively. The negative sample
ust adjusts a bit of textures and micro angle in red block as illustrated
n Fig. 7. BFT captures the slight difference with the 128 bits hash

roduced by model of nc 48, 𝛼 0.2. Then BFT de-duplicates the positive



Journal of Visual Communication and Image Representation 72 (2020) 102908W. Jia et al.
Fig. 6. Comparison between BTF and CP of the samples under kd 16. Our BTF de-duplicates the positive sample and reserves the negative sample successfully with setting of nc
24, 𝛼 0.01 and 32 bits hash while CP deletes the negative one by mistake.
Fig. 7. Comparison between BTF and CP of the samples under kd 24. Our BTF de-duplicates the positive sample and reserves the negative sample successfully with setting of nc
48, 𝛼 0.2 and 128 bits hash while CP removes the negative sample accidentally.
sample and reserves the negative one while CP matches the negative
sample with anchor and removes it. According to these analysis above,
we consider BFT outperforms CP significantly.

6. Conclusion

Prosperous development on multiple media big data producing,
transmission and depleting have occupied the massive memory and
storage in all kinds of devices, network systems, and data clusters of
clouds. Improving the theory and algorithm to recognize the duplica-
tions of multiple media on every layer is an essential and urgent topic
for transmitting and caching media big data quickly and efficiently.
In this paper, we propose a distinct video de-duplication framework
involving a triplet loss network learning convolutional features that
do not vary as codec and rates. Furthermore, we generate the scalable
hash from FV aggregation of the convolutional features. Especially, we
design a novel binary tree embedded algorithm to generate hard triplet
samples for triplet loss function feeding VGG network more robustly.
Experimental results show that this embedding triplet loss function
framework offers a strong and stable network system to process video
de-duplication efficiently.
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